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Category Dataset # Tasks Task Type # Compounds Average # of Nodes Average # of Edges Rec - Metric

Quantum Mechanics QM9 (Gaulton et al., 2012) 12 Regression 133885 8.80 27.60 MAE

Physical Chemistry
ESOL (Delaney, 2004) 1 Regression 1128 13.29 40.65 RMSE

FreeSolv(Mobley & Guthrie, 2014) 1 Regression 642 8.72 25.60 RMSE
Lipophilicity (Gaulton et al., 2012) 1 Regression 4200 27.04 86.04 RMSE

Biophysics hERG(Gaulton et al., 2016; Kim et al., 2021) 1 Regression 10572 29.39 94.09 RMSE
BACE (Subramanian et al., 2016) 1 Classification 1513 34.09 36.89 ROC-AUC

Physiology

BBBP (Martins et al., 2012) 1 Classification 2039 24.03 25.94 ROC-AUC
SIDER (Kuhn et al., 2016) 27 Classification 1427 33.64 35.36 ROC-AUC

ClinTox (Gayvert et al., 2016) 2 Classification 1478 26.13 27.86 ROC-AUC
Tox21 (tox, 2017) 12 Classification 7831 18.51 25.94 ROC-AUC

Table 1. Summary of Molecular Machine Learning Datasets

Table 2. Classification results (higher is better)
Dataset Non-I.I.D. GNN Federated Performance MoleculeNet Score on Score on
(samples) Partition Method Model Optimizer Metric Results Centralized Training Federated Training

SIDER LDA GCN
FedAvg ROC-AUC 0.638

0.6476 0.6266 (# 0.0210)
with ↵ = 0.2 GAT 0.6639 0.6591 (# 0.0048)

(1427) 4 clients GraphSAGE 0.6669 0.6700 (" 0.0031)

BACE LDA GCN
FedAvg ROC-AUC 0.806

0.7657 0.6594 (# 0.1063)
with ↵ = 0.5 GAT 0.9221 0.7714 (# 0.1507)

(1513) 4 clients GraphSAGE 0.9266 0.8604 (# 0.0662)

Clintox LDA GCN
FedAvg ROC-AUC 0.832

0.8914 0.8784 (# 0.0130)
with ↵ = 0.5 GAT 0.9573 0.9129 (# 0.0444)

(1478) 4 clients GraphSAGE 0.9716 0.9246 (# 0.0470)

BBBP LDA GCN
FedAvg ROC-AUC 0.690

0.8705 0.7629 (# 0.1076)
with ↵ = 2 GAT 0.8824 0.8746 (# 0.0078)

(2039) 4 clients GraphSAGE 0.8930 0.8935 (" 0.0005)

Tox21 LDA GCN
FedAvg ROC-AUC 0.829

0.7800 0.7128 (# 0.0672)
with ↵ = 3 GAT 0.8144 0.7186 (# 0.0958)

(7831) 8 clients GraphSAGE 0.8317 0.7801 (# 0.0516)

*Note: to reproduce the result, please use the same random seeds we set in the library.

Table 3. Regression results (lower is better)
Dataset Non-I.I.D. GNN Federated Performance MoleculeNet Score for Score for

Partition Method Model Optimizer Metric Result Centralized Training Federated Training

FreeSolv LDA GCN
FedAvg RMSE 1.40 ± 0.16

1.5787 2.7470 (" 1.1683)
with ↵ = 0.5 GAT 1.2175 1.3130 (" 0.0925)

(642) 4 clients GraphSAGE 1.3630 1.6410 (" 0.2780)

ESOL LDA GCN
FedAvg RMSE 0.97 ± 0.01

1.0190 1.4350 (" 0.4160)
with ↵ = 2 GAT 0.9358 0.9643 (" 0.4382)

(1128) 4 clients GraphSAGE 0.8890 1.1860 (" 0.2970)

Lipo LDA GCN
FedAvg RMSE 0.655 ± 0.036

0.8518 1.1460 (" 0.2942)
with ↵ = 2 GAT 0.7465 0.8537 (" 0.2575)

(4200) 8 clients GraphSAGE 0.7078 0.7788 (" 0.0710)

hERG LDA GCN
FedAvg RMSE -

0.7257 0.7944 (" 0.0687)
with ↵ = 3 GAT 0.6271 0.7322 (" 0.1051)

(10572) 8 clients GraphSAGE 0.7132 0.7265 (" 0.0133)

QM9 LDA GCN
FedAvg MAE 2.35

14.78 21.075 (" 6.295)
with ↵ = 3 GAT 12.44 23.173 (" 10.733)

(133885) 8 clients GraphSAGE 13.06 19.167 (" 6.107)

*Note: to reproduce the result, please use the same random seeds we set in the library.

Implementation and Hyper-parameters. Experiments
were conducted on a GPU server equipped with 8 NVIDIA
Quadro RTX 5000 (16GB GPU memory). We built the
benchmark with FedAvg algorithm for three GNN mod-
els (GCN, GAT, and GraphSage) on various MoleculeNet
datasets with different scales of sample numbers. The hyper-
parameters we used in experiments can be found in the
Appendix C.

6.1 Result of Model Accuracy on Non-I.I.D.
Partitioning

We run experiments on both classification tasks and regres-
sion tasks. Hyper-parameters are tuned (sweeping) by grid

search (see Section D for the search space). Figures 4 and 5
use GraphSage on Tox21 and hERG as examples to show
the test score curve during sweeping. We maintain such in-
termediate results for all datasets in our source code. After
hyper-parameter tuning, we report all results in Table 2 and
Table 3. For each result, the optimal hyper-parameters can
be found in the Appendix C.

There are multiple takeaways from these results:

1. When graph datasets are small, FL accuracy is on par
with (or even better than) centralized learning.

2. But when dataset sizes grow, FL accuracy becomes
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Table 4. Training time with FedAvg on GNNs (Hardware: 8 x NVIDIA Quadro RTX 5000 GPU (16GB/GPU); RAM: 512G; CPU: Intel
Xeon Gold 5220R 2.20GHz).

SIDER BACE Clintox BBBP Tox21 FreeSolv ESOL Lipo hERG QM9

Wall-clock Time
GCN 5m 58s 4m 57s 4m 40s 4m 13s 15m 3s 4m 12s 5m 25s 16m 14s 35m 30s 6h 48m
GAT 8m 48s 5m 27s 7m 37s 5m 28s 25m 49s 6m 24s 8m 36s 25m 28s 58m 14s 9h 21m

GraphSAGE 2m 7s 3m 58s 4m 42s 3m 26s 14m 31s 5m 53s 6m 54s 15m 28s 32m 57s 5h 33m

Average FLOP
GCN 697.3K 605.1K 466.2K 427.2K 345.8K 142.6K 231.6K 480.6K 516.6K 153.9K
GAT 703.4K 612.1K 470.2K 431K 347.8K 142.5K 232.6K 485K 521.3K 154.3K

GraphSAGE 846K 758.6K 1.1M 980K 760.6K 326.9K 531.1K 1.5M 1.184M 338.2K

Parameters
GCN 15.1K 13.5K 13.6K 13.5K 14.2K 13.5K 13.5K 13.5K 13.5K 14.2K
GAT 20.2K 18.5K 18.6K 18.5K 19.2K 18.5K 18.5K 18.5K 18.5K 19.2K

GraphSAGE 10.6K 8.9K 18.2K 18.1K 18.8K 18.1K 18.1K 269K 18.1K 18.8K

*Note that we use the distributed training paradigm where each client’s local training uses one GPU. Please refer our code for details.

worse than the centralized approach. In larger datasets,
the non-I.I.D. nature of graphs leads to an accuracy
drop.

3. The dynamics of training GNNs in a federated setting
are different from training federated vision or language
models. Our findings show that the best model in
the centralized setting may not necessarily be the best
model in the non-I.I.D. federated setting. Interestingly,
we find that GAT suffers the most considerable perfor-
mance compromise on 5 out of 9 datasets. This may
be due to the sensibility of the attention calculation on
the non-IID settings.

Hence, additional research is needed to understand the nu-
ances of training GNNs in a federated setting and bridge
this gap.

6.2 System Performance Analysis

We also present system performance analysis when using
MPI as the communication backend. The results are summa-
rized in Table 4. Even on large datasets, Federated training
can be completed under 1 hour using only 4 GPUs, except
the QM9 dataset, which requires hours to finish training.
FedGraphNN thus provides an efficient mapping of al-
gorithms to the underlying resources, thereby making it
attractive for deployment.

The training time using RPC is also evaluated. Its evaluation
result is similar to that of using MPI. More details can be
found in our source code. Note that RPC is useful for
realistic deployment when GPU/CPU-based edge devices
can only be accessed via public IP addresses due to locating
in different data centers. We will provide test result in such
a scenario in our future work.

7 FUTURE WORKS AND CONCLUSION

Here we highlight some future research directions for con-
sideration: 1. Supporting more graph datasets and GNN

models for diverse applications; 2. Optimizing the system to
accelerate the training speed for large-scale graph datasets;
3. Proposing advanced FL algorithms or GNN models to
mitigate the accuracy gap on datasets with non-IIDness; 4.
Real-world graph data often has limited labels. However,
existing FL algorithms are mainly for supervised learning.
Exploring semi-supervised or self-supervised learning meth-
ods is essential for realistic GNN-based FL applications.

In this paper, we design a federated learning (FL) system
and benchmark for federated graph neural networks (GNN),
named FedGraphNN. FedGraphNN includes implemen-
tations of baseline datasets, models, and federated learning
algorithms. Our system performance analysis shows that
GNN-based FL research is affordable to most research labs.
We hope FedGraphNN can serve as an easy-to-follow re-
search platform for researchers to explore vital problems
at the intersection of federated learning and graph neural
networks.
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Figure 2: Overview of FedGraphNN System Architecture Design
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4 FedGraphNN Federated Learning System

We develop an open-source federated learning system for GNNs, named FedGraphNN, which
includes implementations of standard baseline datasets, models, and federated learning algorithms
for GNN-based FL research. FedGraphNN aims to enable efficient and flexible customization for
future exploration.

Figure 3: Example code for benchmark evaluation with FedGraphNN

As shown Figure 2, FedGraphNN is built based on FedML research library (He et al., 2020b)
which is a widely used FL library, but without any GNN support as yet. To distinguish Fed-
GraphNN over FedML, we color-coded the modules that specific to FedGraphNN. In the lowest
layer, FedGraphNN reuses FedML-core APIs but further supports tensor-aware RPC (remote
procedure call), which enables the communication between servers located at different data cen-
ters (e.g., different pharmaceutical vendors). Enhanced security and privacy primitive modules are
added to support techniques such as secure aggregation in upper layers. The layer above supports
plug and play operation of common GNN models such as GraphSage and GAT. Given that graphs
are likely to exhibit strong non-IID behavior, we provide dedicated modules to handle non-IID split
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Motivating Examples

Say,  client owns a dataset , where  is the  

graph sample in with node & edge feature sets  & , 

is the multi-class label of . Each client also owns a  L-layer MPNN formalized as :  

 

                 

                     

We formulate GNN-based FL as a distributed optimization problem as follows: 

                                                 

where  is the client’s local objective function 

measuring the local empirical risk over dataset . 
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• GCN 
• GAT 
• GraphSage

• FedAvg 
• Split Learning 
• FedOpt 
• FedNova

FedGraphNN currently supports the following GNN models & FL optimizers:

Graph Neural Networks (GNN) Federated Learning (FL)
• Decentralized learning under privacy   
• Federated GNNs are ill-defined.  

• SoTA methods for graph representations  
• M a n y r e a l - w o r l d g r a p h d a t a a r e 

decentralized

FedGraphNN

Research Questions & Future Directions

1. How to mitigate the accuracy gap on graph datasets with non-
I.I.D.ness? 

1. Can we personalize the model for each user? 

2. How to deal with limited labels for real-world graph data?  
1. How to leverage semi or self-supervised learning into GNN-based FL? 
2. What if we do not have labels at the edge? 

3. How to design efficient GNN-based FL algorithms for sub-graph, 
node and edge levels?

Contributions: 
• An open-source federated learning system for GNNs, namely FedGraphNN  
• A large-scale federated molecular dataset (hERG) for further research exploration. 

Spatio-temporal 
Forecasting Social Networks

Molecular Property  
Prediction

Knowledge Graphs

Graph Level Link LevelNode LevelSub-graph Level

Our key findings:

Future Directions:
1. Integrate more domains:  

1. Recommendation Systems 
2. Spatiotemporal Forecasting 
3. Knowledge Graphs 

2. Enable GNN models with edge information 

FedGraphNN supports the MoleculeNet datasets:
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