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Low frequency eigenvectors ¢y, Empirical results

Properties Low frequency eigenvectors are a representation of the global structure of the graph ZINC PATTERN CIFAR10 MolHIV
Aggregate neighbouring features 4 4 and are robust to small changes. No edge  Edge Noedge Noedge Edge No edge
: : features features features features features features
Anisotropy based on node features/attention v v i ' in i ' ions. Model
A Py . e / p The gradient of the eigenvectors flow in interpretable directions - - o acc D N . ROC.ALC
e EOMEISrEe € 0reE el Har Grid graph (7 X 5) Minnesota highway roadmap GCN 0.469 65.88 | 54.46 76.06
Efficiently send messages across the longest length of R R . - ~ - GIN 0.408 £3 38 75 cg
the graph 4 acos P, acos P, acos @5 acos @, acos P, acos @ - - -
Avoid hi 9 hi J Vertical flow Horizontal flow  Corner to corner Path from South to Path from suburbs Path from West to GraphSage 0.41 50.52 66.08
voIids over-smoothing an ov'er-squas .mg y i i I i ‘I' e e e e . I\.l.orth .:;to city-center East GAT 0.463 75 89 65 .48
More powerful than the 1-WL isomorphism test Pgrop s :._. el e 0 A S VSV 8 - IMoNet 0.407 5343
' -l ' I e PAEE Py NI Lk N rn
Can repl.lcate Gabor-like filters v I O B S bR B Hiaae S GatedGCN | 0.422 0.363 69.19
SEMEraNEe N 4 { I I } } SO L i NIAREE By PNA 0.32 0.188
GNN: Graph neural network ¢ ;.. k-th non-zero lowest frequency eigenvector I I I I I O I S I _’I | Rl if’ S | : .‘ - e DGN (ours)
CNN: Convolutional neural network WL : Weisfeiler-Lehman L A S ORIy Th LR ’

Pre-computed steps O(kE) Graph neural network steps O(kE + kN)

Compute first k non-

Input graph e Compute the gradient Create the aggregation matrices B
Ut grap trivial eigenvectors P 5 B8Tes
The a-directional The eigenvectors ¢ of L are The gradient of ¢ is a function of ¢ B, : directional smoothing matrix. The feature matrix X(® The aggregation matrices Bé’,‘,‘)"dkx This is the only step with
a.djacency matrix Ais computed and sorted such that ~ the edges (a matr.ix) such that. | B, = |F| has N rows (the number  gre used to aggregate the features  learned parameters.
given as an input. We qb.k has the k-th lowest non-zero  V¢;; = ¢p; — ¢p; if thenodes i,j B, : directional derivative matrix. of nodes) and ng X© For B, we take the Based on the GCN method, each
then cgmpute tche eigenvalue. are connected. . g - f:olumns (the number of  jhsolute value due to the sign aggregation is followed by a
Laplacian matrix L. Node colormap Field matrix colormap (Bax)i. = F;. — diag 2 J input features). ambiguity of ¢. n?|U|;i Iz:\cyer perceptron (MLP) on
-Mmax MaXx -Mmax MaXx / i: T . all the teatures.
F . F B B ) - X% Other n(;)n dlrhectlcsrr:al aggregators o MLP e aoelod ont the
= o ol o are used, such as the mean pp
OB Fl=Vop, = § > X0 Xij aggregation D™14 X9, columns of Y.
Graph - =V = m - - ] . o
(0) :
.. _ X4 )
H 1
O B,
@ )y D14 xO
o |G, X
o ° 1 y(0)
4 . y© = concat{ Bav X" } XW = MLP(Y®
. . ‘ . .
O
k
o & * * o - = = . ‘de X(O)‘ Next GNN
I- OJ" Fk = V¢, = B K (B ) . Bk, x(0) | layer
_ = B de Bl
- \ / - r._ L tot+1
I _ o § P o7
L’ = B, xW® - xE+1)
o
b o K (B, X - x@
ol Bay y(0 - y@)




